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1 Introduction

Database Management Systems (DBMSs) are software systems employed to work with

databases. They serve as an interface between users and databases, handling crucial

operations like data storage, retrieval, and management, and providing tools to create,

read, update, and delete data. Such systems are used by nearly every organization

handling a significant amount of data, to work with several types of databases, including

relational, NoSQL, and distributed databases. The most popular DBMSs include Oracle

Database, MySQL, and MariaDB.

Working with optimized database systems is crucial for companies. Indeed, efficient

DBMSs imply fast data retrieval (especially important in time-sensitive applications),

real-time access to information, and enhanced decision-making (as efficient DBMSs also

make it easier to integrate advanced analytics tools to extract meaningful insights).

Additionally, well-managed database software ensures data integrity and security,

scalability of operations, and a significant reduction in costs and resources associated

with hardware upgrades and data storage, maintenance, and retrieval. Dulcis in fundo,

optimized DBMSs dramatically improve the customer experience, as fast data retrieval

and real-time access to information ensure that customer interactions are smooth and

responsive.

Typical performance metrics of DBMSs include latency, throughput, and running time,

all of which are generally computed by internal tracking applications. Latency is defined

as the delay between the initiation of a single operation and its completion, throughput

is the number of queries or transactions that can be processed per unit of time, and

running time is simply the total time taken to execute a series of operations. In this

work, the focus is on minimizing the latter, but many of the findings presented here are

easily transferable to attempts to optimize other metrics.

Given that DBMSs are expensive-to-evaluate black-box functions with many inputs, the

chosen approach to minimize the running time of these software systems is Bayesian

Optimization (BO). What follows discusses how this method works, why it is used

in this context, and which challenges are common when employing BO to optimize

DBMSs. Subsequently, we discuss the functioning of two real-world commercially available
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algorithms, which both improve DBMS performance by making use of the concepts

explained in this work. Ultimately, some ideas to further improve these state-of-the-art

methods are presented.

2 Problem Overview

Much of the literature on improving Database Management System (DBMS) performance

discusses ways to optimize their physical design (Chaudhuri and Narasayya, 2007), which

often involves attempts to develop models for automatically selecting a set of materialized

views and indexes (Agrawal, Chaudhuri and Narasayya, 2000), and/or for performing

database partitioning and replication (Curino et al., 2010). The focus of this thesis is

instead on finding an optimal setting configuration for the target DBMS, rather than on

optimizing its internal features. Specifically, DBMSs have dozens (or sometimes hundreds)

of configurable parameters, called knobs, which control various aspects of these systems,

such as the amount of memory allocated to different activities, how joins are processed,

how often to write data to storage, et cetera. Changing the values of such knobs can

greatly affect the performance of DBMSs.

When looking for an optimal knob configuration, many companies use a manual approach,

chiefly for simplicity reasons (Debnath et al., 2008). This implies hiring Database

Administrators (DBAs) to manually tune DBMSs. However, this has several problems,

which include the following:

• Finding an optimal DBMS knob configuration is an NP-hard problem (Sullivan,

Seltzer and Pfeffer, 2004). Indeed, in light of the fact that some database systems

feature hundreds of knobs, and many of them take on continuous values, the search

space is enormous, and thus manual approaches are highly inefficient.

• DBAs are sometimes prohibitively expensive for many organizations (Bureau of

Labor Statistics, 2023).

• Humans can reasonably only target a handful of knobs.

• The effects of configurations on the performance of these systems are greatly
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non-linear, and the interrelations among knobs go well beyond what humans can

reason about.

• The default configurations of many DBMSs are generally far from optimal (Pavlo,

2022).

Rather than on manual approaches, this work concentrates on automatic algorithms for

identifying optimal knob configurations, for a given DBMS application. The current

literature undoubtedly shows that this methodology is beneficial (e.g., Pavlo et al., 2017b).

There are two general ways to proceed here. One possibility is to employ static (i.e.,

hard-coded) rules, meaning general principles that are known to work (e.g., Kwan et al.,

2002; Montgomery and Reif, 2018; Vasyliev et al., 2024). This addresses many of the

problems outlined above, and in fact can lead to significant improvements over default

configurations (Zhu et al., 2017). Nevertheless, such methods only target around a dozen

knobs (that are considered the most influential), and typically only work with one specific

type of DBMS, because they are often developed by vendors themselves, and thus only

support one type of DBMS (e.g., Dias et al., 2005; Narayanan, Thereska and Ailamaki,

2005). Most importantly, optimization techniques employing static rules often assume

the number of knobs in a DBMS to be fixed, in spite of the fact that such a number

is constantly increasing (since 2001, the number of knobs has increased approximately

threefold for Postgres and around sixfold for MySQL).

Introducing now the problem itself, let f(x) : Rd → R be a function representing the

behavior of a certain DBMS application. Specifically, this function takes as input a vector

x ∈ Rd representing a knob configuration (this DBMS application has at most d tunable

knobs, and we decide to tune d of them), and returns the running time of the application

it represents, for a given input configuration x. This function might also return an error,

and the discussion of this case is held in Section 4.5. An important feature of the objective

function is that it has a stochastic component. Indeed, there are uncontrollable variables

(e.g., other users’ activity) that influence the running time of DBMSs. The fact that the

objective is not deterministic gives rise to many of the issues outlined in Section 4, which

discusses common challenges in automatic DBMS tuning, and to some departures from

standard algorithms as treated by the majority of the literature, especially in Section 3,

5



which is about Bayesian Optimization (BO) itself.

Evaluating the objective (meaning, executing the target DBMS application and recording

the associated running time) is expensive (a single run could take hours), and is generally

done by setting the input configuration to a copy of the actual DBMS to optimize (in order

not to jeopardize real performance during the training phase), executing it, and recording

its running time. Going into the specifics of how this particular step is performed would

require knowledge of the peculiar algorithms that firms use for this task, which is outside

the scope of this thesis.

The values of each knob have constraints, which range from simple (e.g., some knobs

only take on integer values) to complex (e.g., hardware-imposed limitations on cache size,

buffer pool size, and log file size). Such constraints can be either known or unknown. In

this section, the focus is on the former, and a discussion of how to handle the latter is

held in Section 4.5. Known constraints depend on the role of each knob and are static

(meaning that they define a fixed range the values of which can be taken by the knob,

where this range does not depend on the values of other knobs). In this work, such known

constraints are hard-coded in a function c(x) : Rd → {0,∞} defined as

c(x) =


0 if x is valid

∞ if x is not valid

(1)

So c(x) returns 0 if the knob configuration x satisfies the known constraints, and ∞

otherwise. Evaluating this function takes O(1) time, as everything it does is checking

hard-coded rules. Defining fc(x) := f(x) + c(x), the problem we want to solve is finding

x∗ = argmin
x

fc(x) (2)

Handling the constraints in this way effectively turns the problem from a

constrained-optimization task to an unconstrained-optimization endeavor, in which

configurations violating constraints will be naturally avoided, since they result in an

objective value of ∞. Moreover, it is worth noting that when the input x is not valid,

the DBMS does not start running, so evaluating fc(x) takes O(1) time in this case
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(exactly as computing c(x)), which implies that any optimization algorithm will be fast in

identifying the known constraints and will soon start suggesting only valid configurations.

In practice, global minima of such complex and highly non-linear functions are often hard

to find. Therefore, results are generally considered satisfactory if they improve over the

benchmark used, which is typically the performance of the target DBMS with the current

knob configuration. The approach followed in this thesis focuses on machine learning

(ML) algorithms that study the behavior of a given DBMS application and suggest knob

configurations based on it.

3 Optimization

3.1 Introduction to the Bayesian Optimization Approach

The idea behind Bayesian Optimization (BO) (e.g., Mockus, 1989) is to minimize or

maximize an expensive-to-evaluate black-box function, fc(x) in our case, by using a

probabilistic model to predict the function value in unexplored regions, and then decide

where to evaluate next based on these predictions. This method does not make use of

derivatives of fc(x), as computing (or approximating) them could involve substantial

additional computational time. This is indeed a type of derivative-free optimization. The

first component of this method is a probabilistic model, the most common of which is the

Gaussian Process (GP). This is used to define a prior and a posterior distribution over

the objective function. The second component is an acquisition function, which guides

the optimization process by deciding where to sample next. After having selected which

knobs to tune and having collected data Dn = {(xi, yi)}ni=1, the optimization loop is the

following:

• Fit the GP on the data Dn (which means updating the GP)

• Optimize the acquisition function to select the next point to sample, xn+1

• Run the DBMS (i.e., evaluate the function) at xn+1, and record the associated

running time yn+1 (i.e., the output of the function to optimize)

• Update the dataset Dn+1 = Dn + {(xn+1, yn+1)}
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• Repeat until a stopping condition is met

Now this process is described in depth.

3.2 Initial Data Collection

The first step is to collect some initial data regarding the behavior of the objective. Here

the aim is essentially to build the setDn = {(xi, yi)}ni=1, composed of n input-output pairs,

where each xi ∈ Rd is a knob configuration, and each yi ∈ R is the running time of the

target Database Management System (DBMS) application recorded with configuration

xi. For this sampling task, the Latin Hypercube Sampling (LHS) algorithm is discussed

(e.g., McKay, Beckman and Conover, 1979).

LHS is a sampling technique that spreads out points with the goal of encouraging diversity

of data. This should give models a more complete picture of the objective, which in turn

should lead to more accurate optimization. LHS is a stochastic algorithm, so it disperses

samples in a probabilistic sense, aiming at uniformity. The key idea behind this approach

is to ensure that the sample is representative of the entire distribution, by dividing the

distribution of each input (i.e., of each knob) into equally probable intervals, and sampling

from each interval. The aim is to sample n points from a d-dimensional set, where each

dimension represents a different knob.

The first step is to partition the range of possible values for each dimension into intervals

of equal probability. This ensures that the sampled points are spread out evenly across the

entire range of the distribution. For each dimension i (where i = 1, ..., d), we divide the

cumulative probability scale into n equal segments, with each segment corresponding to a

probability interval of 1
n
. The boundaries of these intervals are computed, in the general

case, using the inverse cumulative distribution function (cdf), also known as the quantile

function, of the distribution for that dimension. So, in general, the lower boundary bl,ij

and upper boundary bu,ij of the jth interval in the ith dimension are given by

bl,ij = F−1
i

(
j − 1

n

)
(3)
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and

bu,ij = F−1
i

(
j

n

)
(4)

where F−1
i is the inverse cdf of the ith dimension, and j = 1, ..., n.

Once the intervals are determined, for each dimension i and for each interval j, the LHS

algorithm randomly selects one value within the interval. The sampled value vij from the

jth interval of the ith dimension can be expressed as

vij = F−1
i

(
j − 1 + uij

n

)
(5)

where uij is a random number uniformly distributed in the range [0,1]. This ensures that

the sampled value lies within the jth interval in the ith dimension.

Now, for each number j, the algorithm creates a sample point by combining the sampled

values from each dimension, so that the jth sample point is the vector [v1j, ..., vdj]. The

resulting set of n points forms the Latin Hypercube Sample. These points should be

evenly distributed across the entire range of each dimension, ensuring that the sample is

representative of the distribution. Due to the just-described methodology, LHS provides a

more efficient and representative sample compared to simple random sampling, especially

in the context of DBMS tuning (Kanellis, Alagappan and Venkataraman, 2020).

Since, in this problem, each dimension denotes a knob, it is typically possible to simplify

the just-outlined procedure by assuming, for each knob, a uniform distribution in the range

determined by the known constraints. For the ith knob, we denote this range as [ai, bi],

with ai < bi. This choice is reasonable because the objective values are not “observed

in nature”, but depend on the choices of input configurations. The use of the uniform

distribution implies that each interval within a dimension will have the same width of

wi =
(bi−ai)

n
. So, the lower and upper boundaries of the jth interval in the ith dimension

are simplified to, respectively,

bl,ij = ai + (j − 1)wi (6)

and

bu,ij = ai + jwi (7)

9



Additionally, if we assume a uniform distribution for each knob, each sampled value vij

simplifies to

vij = ai + (j − 1 + uij)wi (8)

which again lies inside the jth interval in the ith dimension.

3.3 Selecting which Knobs to Tune

Since DBMSs sometimes feature more than 100 tunable knobs, and the efficacy of any

optimization algorithm suffers from the curse of dimensionality (e.g., Venkat, 2018), a

selection of which knobs to tune has to be performed. There are two criteria a knob has

to satisfy in order to justify its tuning. First, it is paramount that by changing it we

do not risk endangering the reliability or the safety of the system. A discussion of this

case is held in Section 4.3. For now, it is sufficient to know that, in the vast majority of

cases, such “dangerous” parameters are either non-tunable, or anyway present in some

kind of “black list” in the DBMS documentation. Such a list contains knobs the values

of which should be changed with particular caution (if changed at all). Second, to justify

its tuning, a knob has to be relevant, meaning that altering its value must have a certain

effect on the behavior of the objective. This is the criterion discussed in this section.

To assess the relevance of knobs, a good starting point is the current literature, which often

provides useful guidance in this regard. Nevertheless, a review of scientific papers cannot

substitute for a variable-selection task performed directly with the target DBMS, since

the most impactful variables often change depending on the application (Kanellis et al.,

2022). Among the plethora of existing feature-selection techniques, one which has proven

to be particularly effective in the context of DBMS tuning is the Least Absolute Shrinkage

and Selection Operator (Lasso) algorithm (Van Aken et al., 2017), due to its advantages

over other feature selection methods in terms of stability, computational efficiency, and

accuracy (Efron et al., 2004; Tibshirani, 1996).

We start by collecting data on the behavior of the objective as described in Section 3.2.

We then fit a linear regression model with this data, where knobs are the regressors and

running time is the dependent variable. This is usually performed with the Ordinary

Least Square (OLS) method. To perform variable selection with Lasso, the usual OLS
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loss function L = (y−Xβ)T (y−Xβ) has to be modified. Indeed, we add a penalty term

to it, which encourages the coefficients of less important predictors to shrink towards zero,

effectively performing variable selection. Specifically, the Lasso loss function is

L = (y −Xβ)T (y −Xβ) + λ

d+1∑
j=2

|βj| (9)

Here, y ∈ Rn×1 contains the running times from the data-collection phase, and

X ∈ Rn×(d+1) is the matrix of predictors (with each row corresponding to a knob

configuration, with an additional 1 as the coefficient of the intercept). These predictors

are often standardized, to ensure that the regularization penalty is applied uniformly to

all regressors. Moreover, β ∈ R(d+1)×1 is the vector of coefficients (intercept included),

and λ ∈ R+ is the regularization parameter that controls the amount of shrinkage applied

to the coefficients. This shrinkage occurs because every non-zero weight βj increases the

value of the loss. This is a type of L1 regularization, as we add the absolute values of

each coefficient to the loss function. Notice that the summation in formula (9) starts from

j = 2, so the intercept is not shrunk.

To select the most relevant knobs, Lasso starts by fitting the model with a high penalty

term, which shrinks all weights to 0 (which means no knobs are selected in the regression

model). The algorithm progressively decreases λ, re-fits the model, and tracks which

knobs are added to it. The order in which knobs are added is also considered the order

of their importance. Deciding how many knobs to add is left to the user. Something

worth noting is that identifying the most important knobs using Lasso generally results in

selecting many of the same variables that Database Administrators (DBAs) also consider

important (Van Aken et al., 2021). After having chosen which knobs to work with, a

second data-collection phase is conducted, again as explained in Section 3.2, this time

encouraging sparsity only in terms of the important knobs.

3.4 Gaussian Process

This is the probabilistic model used to represent our beliefs about the function to optimize.

It provides a prior and a posterior distribution over the function fc(x) : Rd → R to
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optimize. A GP (e.g., Rasmussen, 2003) is a collection of random variables fully specified

by a mean function m(x) : Rd → R and a covariance function k(x,x′) : Rd,Rd → R+,

where x,x′ ∈ Rd are points in the input space (that is, knob configurations). The

covariance function is also called kernel function. This is a non-parametric approach,

meaning that it can adapt to the complexity of the data without requiring a predetermined

number of parameters. We assume any finite number of realizations of fc(x) to be jointly

Gaussian (i.e., to follow a multivariate Gaussian distribution) with mean vector returned

by m(x) and covariance matrix K, with Kij = k(xi,xj). So, we write fc ∼ N (m(x), K).

Now, a description of the mean function m(x) and the covariance function k(x,x′) is

held, before discussing their usage in the context of BO.

3.4.1 Mean Function

The mean functionm(x) = E[fc(x) | Dn] outputs the expected value of the GP

at a point x. In this thesis it is chosen to be zero, for simplicity reasons, so that

m(x) = 0 ∀x ∈ Rd. This choice might seem bizarre, as in this application

the function fc(x) returns the running time of a certain DBMS with knob

configuration x, and it is thus strictly positive. However, this assumption

does not imply that the actual expected value of the function fc(x) is zero for

all inputs x, but rather that we are centering our model around a mean of

zero for computational convenience and without loss of generality (Williams,

1998).

3.4.2 Kernel Function

This function returns a measure of the covariance between the two input

vectors (i.e., a positive scalar), and is used to construct the matrix K.

There is a number of possible choices for the kernel function, all of which

satisfy symmetry (so that k(x,x′) = k(x′,x) for all x,x′ ∈ Rd) and positive

semi-definiteness (so that, for any finite set of points, the resulting covariance

matrix must be positive semi-definite). In this thesis, the chosen kernel

function is the Radial Basis Function (RBF), also known as the Squared
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Exponential (SE), due to its simplicity and flexibility. This function is

k(x,x′) = σ2
f exp

(
−∥x− x′∥2

2l2

)
(10)

In this formula, σ2
f ∈ R+ is the signal variance, exp(x) denotes ex for a generic

x ∈ R, l ∈ R+ is the length scale, and ∥x−x′∥2 ∈ R+ is the squared Euclidean

distance between vectors x and x′ (so that ∥u − v∥2 =
∑d

i=1(ui − vi)
2 with

u,v ∈ Rd). The signal variance determines by how much the function values

can deviate from the mean, while the length scale controls the smoothness

of k, as smaller l values make the function change more rapidly with small

differences between x and x′, and larger l values instead make the function

smoother. This kernel assumes that the function being modeled is infinitely

differentiable.

The signal variance σ2
f and the length scale l are typically estimated by

maximizing the marginal likelihood of the observed data Dn under the GP

model. This marginal likelihood is

p(y | X, σf , l) =

∫
p(y | f,X)p(f | X, σf , l) df (11)

where p(f | X, σf , l) is the prior distribution over the function values f under

the GP model with RBF kernel function. To increase numerical stability and

turn products into sums (with which it is easier to work), it is common to

use the logarithm of the marginal likelihood (called log likelihood), since its

maximizer is also the maximizer of the original marginal likelihood. The log

likelihood function is

log(p(y | X, σf , l)) = −1

2
yT (K + σ2

nI)
−1y − 1

2
log(det(K + σ2

nI))−
n

2
log(2π)

(12)

where σ2
n is the noise variance, and det(K + σ2

nI) denotes the determinant

of the matrix K + σ2
nI. So, σ2

f and l are estimated by maximizing this log

marginal likelihood, typically with gradient-based methods such as gradient
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descent (e.g., Lecun et al., 1998) or quasi-Newton methods (e.g., Broyden,

1967).

Now thatm(x) and k(x,x′) have been described, we proceed with a discussion of how they

are employed in BO. We define the vector k∗ ∈ Rn as the vector of covariances between

the input vector x∗ and the data in X. So, each ith element of k∗ is k∗i = k(x, Xi),

where Xi ∈ R1×d here denotes the ith row of X, without the first element (which is 1,

the coefficient of the intercept). We further define k∗∗ ∈ R+ as the variance of the input

vector x∗, so that k∗∗ = k(x∗,x∗). The GP posterior mean µ∗ ∈ R and posterior variance

σ2
∗ ∈ R+ at a new point x∗ are given by

µ∗ = m(x∗) + kT
∗ [K + σ2

nI]
−1(y −m(X)) (13)

and

σ2
∗ = k∗∗ − kT

∗ [K + σ2
nI]

−1k∗ (14)

Here, m(X) ∈ Rn is the mean function applied pairwise to the rows of the matrix X

(again excluding the coefficient of the intercept), and y ∈ Rn is the vector of observed

values in the training set.

We add the noise term σ2
n to the diagonal elements ofK to represent the independent noise

at each observation. There are several methods to estimate it. Two possible approaches

are maximum likelihood estimation and cross-validation. The former approach implies

maximizing the log likelihood of the available data (that is, formula (12) above with σ2
n as

a parameter) with respect to σ2
n. The latter approach instead involves splitting the data

into training and validation sets, then repeatedly fitting the GP model on the training set

with different σ2
n values, and identifying the σ2

n value that minimizes the prediction error

on the validation set.

As said before, we assume m(x) = 0 ∀x ∈ Rd without loss of generality. Therefore, the

mean of the GP posterior simplifies to

µ∗ = kT
∗ [K + σ2

nI]
−1y (15)

Now, the predictive distribution at a point x∗ is Gaussian with mean µ∗ and variance σ2
∗.
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The just-outlined framework makes it now possible to describe what a BO algorithm does

for each new point x∗:

• By using the kernel function, it computes the covariance matrix K for the training

data, the k∗ vector indicating the variances between the training data and the new

point, and the variance k∗∗ for the new point.

• It then computes the predictive mean µ∗ and variance σ2
∗

• Now, it is possible to make predictions for x∗. The prediction is a Gaussian

distribution with parameters µ∗ and σ2
∗

• If the function value at x∗, call it y∗, is observed, it has to be added to the set of

observations D

After having discussed the usage of GPs in BO, an analysis of acquisition functions is

presented in the following section.

3.5 Acquisition Function

Based on the GP posterior, the acquisition function is used to decide where to sample

next. It guides the search process by quantifying the expected utility (i.e., performance

improvement) from evaluating the objective function at a new point. It should balance

exploration (probing areas with high uncertainty) and exploitation (focusing on areas with

high predicted values). Common acquisition functions include Expected Improvement

(EI) (e.g., Jones, Schonlau and Welch, 1998), Probability of Improvement (PI) (e.g.,

Wang et al., 2023), and Upper Confidence Bound (UCB) (e.g., Srinivas et al., 2010).

These functions can also be combined together to improve the overall model performance

(e.g., De Ath et al., 2019).

3.5.1 Expected Improvement

For a new point x∗, this function is defined as

EI(x∗) = E[max(0, y+ − y∗)] (16)
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Here, y+ is the current best observed value of the objective function (not

to be confused with y∗, the unknown global minimum of fc(x)), and y∗ is

the realization of the random variable representing the function value at x∗

(modeled by the GP), so essentially y∗ = Y (x∗) | Dn. In general, the most

convenient way to compute EI is through Monte Carlo (MC) approximation.

This involves drawing yt ∼ Y (x∗) | Dn, for t = 1, ..., T , from their posterior

predictive distribution, and approximating EI as

EI(x∗) ≈
1

T

T∑
t=1

max(0, y+ − yt) (17)

As T tends to ∞, such an approximation becomes exact. This approach works

regardless of the posterior distribution Y (x∗) | Dn, as long as it is possible

to simulate random draws from it. However, if the posterior distribution is

Gaussian, and GP surrogates are being used, as it is the case in the application

which is the object of this thesis, the EI function has the following closed form

EI(x∗) = (y+ − µ∗ − ξ)Φ

(
y+ − µ∗ − ξ

σ∗

)
+ σ∗ϕ

(
y+ − µ∗ − ξ

σ∗

)
(18)

Here, Φ is the standard Gaussian cumulative distribution function (cdf), ϕ

is the standard Gaussian probability density function (pdf), and ξ ∈ R+

is a small positive number the role of which is to balance exploration and

exploitation. In particular, in the limit case in which ξ = 0, the EI function

focuses solely on improving performance over the current best value y+.

This implies that the algorithm focuses on exploitation of already-gained

information regarding regions with a high µ∗ and low σ∗. Instead, when ξ > 0,

this parameter effectively shifts the target for improvement by a small amount.

This translates to the fact that even if µ∗ is slightly below y+, the algorithm

can still consider points with higher uncertainty σ∗ as potentially valuable.

When this is the case, the algorithm is performing exploration of unknown

regions. Therefore, a higher ξ encourages exploration, and it is thus set high

at the early stages of the optimization process. As this process continues, ξ
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decreases, and the algorithm focuses more on exploiting information regarding

known good regions.

3.5.2 Probability of Improvement

This function computes the probability that a new sample will improve over

the current best. It is intuitively defined as

PI(x∗) = P(y∗ < y+ | Dn) (19)

As it is the case for EI, also here the most convenient way to compute PI

is, in the general case, to employ MC sampling, which leads to the following

approximation

PI(x∗) ≈
1

T

T∑
t=1

Iyt<y+ (20)

Here, the yt’s are again drawn from the posterior Y (x∗) | Dn for t = 1, ..., T ,

and I is the indicator function, so that

Iyt<y+ =


1 if yt < y+

0 otherwise

(21)

Again, since in this application the posterior is Gaussian, we have a closed

form for the PI function, which is

PI(x∗) = Φ

(
y+ − µ∗ − ξ

σ∗

)
(22)

In this closed form, ξ plays the same role as in EI.

3.5.3 Upper Confidence Bound

The UCB function is

UCB(x∗) = µ∗ + ησ∗ (23)

Here, η ∈ R+ is a tunable parameter that controls the trade-off between

exploration and exploitation. Higher η values favor exploration over
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exploitation. Indeed, when η is high, the second term of the UCB function,

ησ∗, becomes more dominant, and so points with higher uncertainty σ∗ will

have higher UCB values. As a result, the algorithm is more likely to explore

regions of the input space where the model is uncertain about the objective

function value. As it is the case for ξ in the other two acquisition functions,

η is generally relatively high in early stages of the optimization process, to

encourage exploration. As the optimization continues, η decreases, to let the

algorithm focus on known good regions.

3.5.4 Slight Changes for Noisy Objectives

What has been said so far regarding acquisition functions needs small

adjustments when the objective function is noisy, as opposed to deterministic,

which is the case in this thesis with fc(x). There is nothing wrong with the

form of the previously discussed acquisition functions, but special attention

must be paid to how their components are defined. In particular, since fc(x)

is not deterministic, then Y (xi) ̸= yi, and instead the responses Y1, ..., Yn are

themselves random variables. This implies that y+ as well is a random variable,

so using the closed-form equations presented above might be problematic. A

possible solution is to set y+ = min
x

µ(x), which is essentially our model’s

guess about the global minimum of fc(x). This is sometimes referred to

as the “plug-in” method (Picheny et al., 2013). Using a deterministic

min
x

µ(x) instead of the random variable y+ works well in practice, despite

under-accounting for a degree of uncertainty (Gramacy, 2021).

At each iteration of the optimization process, the next point to sample is selected by

maximizing the chosen acquisition function. Therefore, we have two nested optimization

loops, as the one for the function fc(x) itself requires, at every step, the optimization of

the acquisition function. The choice of which acquisition function to use has the potential

to heavily influence the quality of the optimization process. This choice depends on the

specific characteristics of the problem and on the goals one aims at achieving. When

choosing which acquisition function to utilize, the following factors should be considered:
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• The EI function balances exploration and exploitation well and has good empirical

performance in many applications. However, it can sometimes get stuck in local

optima, especially in high-dimensional problems (Ament et al., 2024).

• The UCB function can be more effective than the EI function in exploring the search

space, since it places a stronger emphasis on uncertainty. EI, on the other hand, is

more exploitative, as it focuses more on regions close to the best observed outputs.

Therefore, in the case of a huge search space, or in the presence of an objective with

many local optima, the UCB is preferable; if instead these two conditions do not

hold, EI is generally better (Raihan et al., 2023).

• The PI function has the advantage of being simple and intuitive, focusing directly on

the probability of finding an improvement. However, it tends to be more conservative

than the other two acquisition functions (meaning that the steps taken when

working with PI are quite small), which leads to less exploration and potentially

slower convergence to the global optimum. The reason is that the input with the

greatest probability of improving fc(x) may not hold the highest potential for large

improvement (intuitively, it is obvious that maximizing the probability of getting

any improvement is significantly different from maximizing the improvement itself).

This poses problems, especially given that the objective is expensive to evaluate.

• The EI function contains PI as a component in a larger expression. Indeed,

EI(x∗) = (y+−µ∗−ξ)Φ
(

y+−µ∗−ξ
σ∗

)
+σ∗ϕ

(
y+−µ∗−ξ

σ∗

)
is the sum of two terms, where

one is PI(x∗) = Φ
(

y+−µ∗−ξ
σ∗

)
weighted by the amount by which the predictive mean

is better than y+ (with the ξ parameter), and the other is instead the predictive

variance weighted by a Gaussian density evaluation. This essentially implies that

all the information used by PI is also used in EI, which often makes the latter more

powerful than the former.

Up to this point we have described a process that, after having collected initial data on

input-output relations of the objective fc(x) with LHS and having used it to select the

most relevant knobs to tune, re-performs the same LHS data-collection procedure as in the

beginning, but this time only changing the knobs considered relevant. Subsequently, the
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process iteratively maximizes an acquisition function, evaluates fc(x) on the maximizer of

such acquisition function, and updates Dn = {(xi, yi)}ni=1 with this new data. As already

introduced before, this loop continues until a stopping condition is met.

3.6 Stopping Condition

Stopping conditions, also called terminal criteria, are occurrences which determine that

the BO algorithm should stop looking for the optimal value of fc(x). The simplest

stopping condition is to set a maximum number of iterations, after which the algorithm

stops. Another common terminal criterion is the convergence of the parameters, so that

the BO algorithm stops if ∥xt−xt−1∥ < ε, for a small and positive ε, generally in the order

of 1e-3 or smaller. This means that new information is changing the input to try by an

extremely small amount. One can also focus on the convergence of the objective itself. In

this case, the BO algorithm ceases to look for the optimum if |fc(xt)−fc(xt−1)| < δ, again

for a small and positive δ. This indicates that the marginal improvement of the objective

function associated with new BO iterations is minimal. It is also possible to stop the

iterations when the acquisition function converges, so when |α(xt)− α(xt−1)| < θ, where

α(x) is the acquisition function, and θ is again a small and positive number. Since the

acquisition function guides the selection of the next point to evaluate, when changes in this

function become negligible, so are changes in the points the BO algorithm is evaluating.

In practice, a combination of these criteria is often used, sometimes also in conjunction

with performance thresholds (if there is a satisfactory known fc(x) value, we can stop if

we reach a better value) and resource constraints (Shahriari et al., 2015).

3.7 Using Bayesian Optimization with a Function-Learning

Approach

As it is evident from the content of this thesis, trying to learn the function fc(x) itself

is generally a difficult task, as it requires many evaluations of the DBMS (which are

expensive), and the number of knobs to tune is typically high, which makes the search

space enormous. Nevertheless, there are instances in which a naive function-learning

approach can be beneficial if used in conjunction with BO. Specifically, it makes sense
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in cases in which fc(x) is not particularly noisy, evaluating it takes relatively little time,

and the number of knobs to tune is limited (so d is small, generally less than 5). This

case is more relevant than it may seem at first glance. Indeed, current literature reports

how, in the context of DBMS tuning, it is possible to achieve very good performance

improvements over default configurations by only optimizing the knob controlling the size

of the redo log file on disk, and the one managing the amount of RAM used for the buffer

pool cache (Van Aken et al., 2021).

This function-learning approach involves developing a model to approximate the objective

itself, which can be done with notable precision if the above conditions are satisfied. Given

a certain DBMS application, the first step is to generate n valid knob configurations (that

is, n valid x ∈ Rd vectors) to try on the software system. Such x inputs should be

generated with LHS, as explained in Section 3.2, to ensure homogeneous sampling. The

second step is to set these configurations to a copy of the DBMS, execute it, and record

its running time. This aims at constructing a table keeping track of the relationship

between running time (the dependent variable) and knob configurations (the independent

variables). Such a table has to be employed to train a supervised learning algorithm (e.g.,

a Random Forest or a Neural Network) that predicts the running time associated with a

given knob configuration.

This method (after the model has been developed) allows one to estimate the running time

of the target software system with a certain input configuration without actually running

the DBMS. Provided that the approximation of this model is reliable, this method can

be used in conjunction with the BO approach. This means that, when testing the new

configuration obtained by optimizing the acquisition function, it can be set as the input

of the model approximating the DBMS, not of the DBMS itself. The purpose is to trade

a bit of accuracy for significant speed.

Additionally, having a reliable model of the running time of DBMSs has a huge advantage

over optimization methods that only focus on the most promising areas (as BO does).

This benefit lies in the fact that such a model enables companies to experiment with

different configurations, if for some reason it becomes necessary to depart from the optimal

configuration and change the values of some knobs. The reasons why organizations might
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decide to do so are often dictated by legal and/or ethical constraints and are outside the

scope of this thesis.

3.8 Pros and Cons of this Approach

Employing BO to automatically tune DBMSs has several advantages:

• The main pro is that this approach performs smart sampling, which means that the

inputs with which the function fc(x) is evaluated are chosen based on specific rules

that balance exploration and exploitation. This aims (indirectly) at minimizing the

number of evaluations of the objective. We say this method is sample efficient,

which is important in cases (like the one this thesis discusses) in which executing

the function is significantly expensive. To explicitly keep track of the number of

evaluations of the objective, it is common in certain applications to record the best

value of fc(x) found so far as a function of the number of evaluations of the objective.

In this work however, we reason in terms of a fixed “budget” for evaluation, which

can be employed at will.

• Another benefit is that the use of an acquisition function enables one to also quantify

the uncertainty of predictions (that is, the posterior variance), which is used to

balance exploration and exploitation. Indeed, during a more explorative (thus

initial) phase, points with higher uncertainty will receive more priority, while during

a more exploitative phase, the acquisition function is maximized by points with high

expected value µ∗, rather than high uncertainty σ∗.

• Another upside of BO is that it can deliver robust results even with noisy and

non-convex functions, as DBMSs are (e.g., Duan, Thummala and Babu, 2009; Zhang

et al., 2021).

• A further benefit of this approach is that BO is significantly different from stochastic

optimization methods. Indeed, although it is common to randomize the initialization

of a BO algorithm (for instance, with the uij random numbers in LHS), the rules

followed here are deterministic. Stochastic optimizations, in which decisions involve

some degree of randomness, are known to perform poorly with expensive black-box
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functions, due to the fact that random evaluations of the objective are often too

wasteful in computational resources (Gramacy, 2021).

• One last advantage to mention is that classical optimization methods emphasize

local refinements of fc(x), whereas using surrogate models (in our case, GPs) holds

potential for large steps because they view the response surface more broadly, which

sometimes helps such methods to escape local minima.

In spite of the existence of these benefits, this approach has also some drawbacks:

• The main disadvantage here is that, although the whole idea of this thesis is to

present automated methods to optimize DBMS performance, human choices still

have the potential to greatly influence BO algorithms. These choices regard, for

instance, which kernel or acquisition function to use, and how to set the parameters

of the latter. Such decisions are often non-trivial, and making optimal and informed

choices might require additional optimization, at the expense of more computational

resources.

• Another problem lies in the fact that BO’s black-box nature might pose challenges

in cases in which the objective is influenced by complex interactions at multiple

levels (as it is often the case for DBMS tuning), since BO does not explicitly require

knowledge of the system’s inner workings. In such instances, white-box algorithms

that understand these interactions might result in close-to-optimal tuning with

significantly lower overheads compared to BO (Kunjir and Babu, 2020).

• Although the curse of dimensionality is a problem of any optimization algorithm,

BO is particularly sensitive to it, and it tends to perform poorly when the number

of dimensions exceeds 20 (Chen et al., 2021). This is something to consider

in the context of DBMS, which in some cases have more than 100 configurable

parameters. Nevertheless, as explained in Section 3.3, a variable-selection phase is

always implemented here.

• A further disadvantage of BO is that, although this method is sample efficient,

it is nevertheless computationally expensive, since at each step it has to update
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the GP and optimize the acquisition function (which itself can require many steps).

Indeed, at every step, the algorithm needs to invert the covariance matrixK+σ2
nI to

compute µ∗ = m(x∗)+kT
∗ [K +σ2

nI]
−1(y−m(X)) and σ2

∗ = k∗∗−kT
∗ [K +σ2

nI]
−1k∗.

Computing the inverse of such an n × n matrix scales as O(n3), where n is the

number of datapoints, which can pose computational challenges.

• Lastly, when using a GP to optimize fc(x), we assume it to be a smooth function,

meaning that points close to each other should have similar function values. While

this is often true when the constraints are satisfied, there are cases in which even

slight changes to the input knob configuration result in large changes in the DBMS

running time, or to ∞ values of fc(x). Nevertheless, BO remains a widely used

approach in the literature on automatic DBMS tuning (e.g., Alipourfard et al.,

2017; Hsu et al., 2018; Venktesh et al., 2020).

4 Challenges

Some of the challenges inherent to the optimization process described in this thesis have

already been outlined above. These include the fact that finding the optimal Database

Management System (DBMS) knob configuration is an NP-hard problem (Sullivan, Seltzer

and Pfeffer, 2004), the vastness of the search space (the size of which scales exponentially

with respect to d, the number of knobs to tune), and the fact that the optimal value of a

knob often depends on the values of other knobs. Other challenges are now presented in

more detail.

4.1 Cloud Storage

As it is known, many companies use cloud services such as Amazon Web Services (AWS)

as the main platform to host their databases. Such platforms offer a cloud computing

environment which, in spite of several benefits (not discussed here), poses challenges

to DBMS tuning. Indeed, their non-local storage partially reduces the efficacy of the

machine learning (ML) algorithms described in this thesis, in light of the fact that DBMS

performance depends also on other users’ activity, not just on the knob configuration used
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or on hardware characteristics. This sometimes leads to high variance in performance

(meaning that the same knob configuration set on the same DBMS application might

result in quite different running times depending on other users’ activity) and to huge

read/write latency, given the multi-tenant cloud environment. Additionally, the fact that

many papers on this topic do not consider databases living in cloud environments makes

it even harder to handle such cases. Good practices to address this issue include running

optimization algorithms at roughly the same time of the day (which should reduce the

variance in external uncontrollable factors) and testing a certain configuration throughout

multiple days and times before establishing that it is optimal.

4.2 Workload

In the context of DBMSs, the term workload refers to the set of queries (of any kind)

that the system is required to process, i.e., the “amount of work” it has to do. Since, as

explained in Section 2, knob configurations are usually first tested on copies of the actual

DBMS (in order not to set bad configurations in a production environment, that is, in the

“real world”), it is necessary to replicate the real workload that the DBMS performs in

such a production environment. This essentially means making the copy of the software

system perform “fake” (or, better, “useless”) operations, to test its performance. This is

what a synthetic workload is: an artificially created workload with no real usage except

testing the system.

Setting the right amount of synthetic workload is a non-trivial task. First, good knowledge

of the kind of DBMS is required (which is itself not common). Indeed, there exist

several kinds of workloads, and a configuration which works well under a certain type

of workload might perform poorly with a different kind of queries. For example, an

online transaction processing (OLTP) workload generally involves a high volume of short,

simple transactions, whereas an online analytical processing (OLAP) workload consists of

complex queries that analyze large amounts of data. To select optimal configurations, the

synthetic workload with which the optimization process is performed should be similar to

the production one with which the DBMS actually works.

Another issue regarding this concept is how much work to assign to the system. Indeed,
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on the one hand, in order to compare knob configurations among each other, they have

to be executed with the same workload, but at the same time a good configuration must

also be scalable, and thus it has to perform well under different volumes of work.

Lastly, even when all of the above is taken into consideration, it is still impossible for

synthetic workloads to fully capture the complexity of real-world scenarios. Nevertheless,

optimal knob configurations identified with the use of a well-set synthetic workload tend

to be efficient also in a production environment.

It is worth noting that, although there are algorithms that can analyze a certain

production workload and characterize it (e.g., Pavlo et al., 2017a), such algorithms simply

compute a numerical representation of the workload, which does not help in re-creating

it in a synthetic environment.

4.3 Knobs to Change Manually

The fact that not 100% of the tuning process can be automatic is self-evident. Indeed,

there are some knobs that should never be modified, which are generally variables that, if

set to extreme values, result in the best performance, but lead to severe problems, often

putting the system’s reliability and integrity at risk. A trivial example is the knob which

controls the maximum number of users that can access a database concurrently. Indeed,

setting this knob to 1 (that is, letting only 1 user per time access a certain collection of

databases) would dramatically improve the running time of the system, but would also

be detrimental. This implies that, theoretically, the user should know exactly what the

system’s resources are, and what each knob does, to avoid assigning undesirable values

to some of them. Thankfully, since this is often unrealistic, many of such dangerous

parameters are either non-tunable, or anyway present in some kind of “black list” in the

DBMS documentation. These lists contain knobs the values of which should be changed

with particular caution (as stated in Section 3.3). Nevertheless, the fact that some human

judgement is involved in setting the values of certain knobs, or in deciding which knobs

not to modify, means that the performance of the ML algorithms described here still

depends on how the manually adjusted parameters are set.
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4.4 Time

As already discussed, searching for the optimal knob values might require a significant

amount of time. Therefore, since eventually running time is the actual variable to

optimize, a good practice sometimes is to halt a run if the running time is higher, by

a pre-determined percentage, than the one of the best configuration seen so far. In the

literature, this practice is referred to as early abort (e.g., Van Aken et al., 2021). Typically,

in such cases, the running time recorded for the configuration is scaled, assuming that, if

the system performed a certain percentage p ∈ (0, 1) of the total assigned workload in t

units of time, then the total time required to complete the entire workload would be t
p
.

We generally compute p as wc

wa
, where wc denotes the completed workload and wa denotes

the total assigned workload, both measured, for instance, in numbers of equally complex

queries. In spite of such attempts to reduce the time required to obtain an optimal

configuration, this process is nevertheless inherently long, also due to the necessity to

ask for multiple approvals within the organization. It is thus important, before tuning

a DBMS, to assess its economic significance and the potential gains from such a tuning,

and to proceed only if the expected benefits are greater than the expected costs.

4.5 Failed Configurations

Failed configurations are configurations resulting in a fatal error, i.e., one that makes the

DBMS halt. This is the case of unknown constraints, which was previously mentioned in

Section 2. A typical example is the case of the value of a knob that exceeds its natural

limits determined by hardware characteristics. Once an error occurs, determining which

knob(s) caused the failure is hard. Indeed, sometimes the bounds of the values of some

knobs depend on the values of other knobs, so that the variable xi might normally take on

values in a certain range without causing issues, but if another knob xj takes on certain

values, the range in which xi can live without causing errors changes.

As an example, let:

• xi be the knob which determines the amount of memory allocated for shared memory

buffers used to cache table and index data. This knob has different names depending

on the type of DBMS used, let us denote it as shared buffers. Increasing this value
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can improve read performance, but at the same time consumes more system memory

• xj be the knob which sets the amount of memory to be used by internal sort

operations and hash tables before writing to temporary disk files. Let us call it

work memory.

In this case, if the knob work memory (xj) is set too high, the amount of memory

available for the knob shared buffers (xi) may significantly decrease, potentially leading

to out-of-memory errors. Thus, increasing the value of xj effectively restricts the range

in which xi can live.

Notice that, in this example, it is mentioned that the same knob might have different

names in different DBMSs. This is another potential cause of problems, as these

differences in the names of variables make it hard to transfer the knowledge gained when

tuning one of such software systems to the optimization of a different one.

Another complex problem with failed configurations is what to do with data collected as a

result of one of them. Indeed, such data should never be discarded, as the algorithm must

know that a certain configuration has to be avoided. At the same time, the running time

of a failed configuration is generally artificially low, since the DBMS stopped running

before exhausting its workload. To balance these two aspects, the metrics recorded in

times of failure are generally scaled as described in Section 4.4, or simply set to ∞, in

order to signal to the algorithm to avoid such configurations. It is sometimes beneficial

to analyze failed configurations manually as well, as they might reveal insights about how

the DBMS itself works.

5 Real-World Examples

The framework presented above is not merely a theoretical concept, but it is used

by commercially available services which, given a real Database Management System

(DBMS) application, search for the knob configuration optimizing its performance. Below,

two state-of-the-art Bayesian-Optimization (BO) based algorithms for automatic DBMS

tuning are discussed.
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5.1 Gaussian Process Regression by OtterTune

OtterTune (Zhang et al., 2018) is a DBMS tuning service developed by the Carnegie

Mellon Database Group. It can optimize several metrics, such as latency, running time,

or throughput (which are described in Section 1), and its peculiarity is that it reuses

data collected during previous tuning activities with similar DBMSs when looking for the

optimal knob configuration of the target software system. The fact that the algorithm

does not start from scratch when tuning a new DBMS application significantly reduces

the time it takes to converge to a solution. Its main components are a controller (written

in Java) and a tuning manager (written in Python).

5.1.1 Controller

The controller collects data from the target DBMS (e.g., performance metrics,

knobs values, or target metrics), and sends this information to the tuning

manager, which uses it to suggest the next configuration to try on the DBMS.

Then, the controller sets the suggested values to the DBMS knobs, collects

new data, and the cycle repeats until a stopping condition is met (stopping

conditions are discussed in Section 3.6).

5.1.2 Tuning Manager

The tuning manager is responsible for the actual optimization of the

objective. It starts by identifying the most relevant metrics for evaluating

the improvement of new configurations and for characterizing the type of

workload that the DBMS performs. Indeed, as stated in Section 4.2, the

optimal knob configuration strongly depends on the kind of operations that

the DBMS performs in a production environment.

Subsequently, it uses the Lasso technique as discussed in Section 3.3 to sort the

knobs based on their relevance in affecting the objective, and only selects the

d most impactful knobs to tune. OtterTune also has a black list of knobs that

should not be changed (as outlined in Section 4.3), and each knob it chooses to

tune must not be present in this list. Now that the system has good knowledge
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of both the kind of workload of the DBMS application and of which knobs to

modify, it identifies the instance within its data repository that best resembles

the target DBMS. It does so by finding the optimization session within its

repository the elements of which have the smallest Euclidean distance from

the data of the target DBMS. Describing the way in which OtterTune encodes

the type of DBMS and workload to later compute distance metrics between

different tuning sessions is outside the scope of this thesis. Subsequently, as

described is Sections 3.4 and 3.5, OtterTune fits a Gaussian Process Regression

(GPR) model to the data for the target DBMS, along with the data from the

most similar workload in its repository. It employs an Expected Improvement

(EI) acquisition function (see Section 3.5.1) and, after having identified the

knob configuration that maximizes this function, returns it to the controller

along with the value of the EI function with such configuration (which is

an estimate of the performance improvement in which this new configuration

should result). The use of the GPR effectively lets the algorithm balance

exploration and exploitation, leaning more towards the former in the beginning

of the tuning process, and then gradually shifting towards the latter.

5.2 Contextual Gaussian Process Bandit Optimization by

CGPTuner

Bandit algorithms (e.g., Bubeck and Cesa-Bianchi, 2012) are a class of decision-making

strategies employed to solve problems involving sequential choices in the presence of

uncertainty. Just like BO, they also try to balance exploration with exploitation, with

the ultimate goal of maximizing the total reward over many rounds.

CGPTuner (Cereda et al., 2021) is a online learning (e.g., Hoi et al., 2021) technology

designed for the automatic tuning of DBMSs that employs Contextual Gaussian Process

Bandit Optimization (CGPBO) (Krause and Ong, 2011), which is a machine learning

(ML) technique that combines bandit algorithms, GPs, and contextual information to

optimize an objective function. Contextual information here refers to the workload, which

means that a DBMS tuning CGPBO algorithm, when searching for the optimal knob
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configuration, also considers the production workload of the target DBMS application.

This method assumes that the workload to which a given DBMS application is exposed

is not static, and so neither the optimal knob configuration is. Formally, we denote by

x∗
t ∈ Rd the optimal configuration at time t, and by x+

t ∈ Rd the best configuration

found so far at time t. They both depend on wt ∈ Rp, which is a vector encoding the

characteristics of the DBMS workload at time t. There are several methods to computewt,

such as the workload characterization algorithms used by OtterTune (as briefly mentioned

in Section 5.1.2), or Peloton (Pavlo et al, 2017a). The use of CGPBO, which is essentially

a contextual extension of BO, drastically reduces the need to rely on a knowledge base

(although, as explained in Section 4.3, this need is always present).

The idea behind CGPTuner is to optimize several correlated functions fw(x), where the

data from a workloadw can offer useful information about the behavior of the DBMS with

another workload w′. In fact, it is reasonable to assume that the performance of a certain

configuration-workload pair is correlated with the performance of similar configurations

and workloads. To capture this, CGPTuner employs the following kernel function

k((x,w), (x′,w′)) = g(x,x′) + g(w,w′) (24)

where g is a Matérn 5/2 kernel (Shahriari et al., 2015), defined as

g(v,v′) =

(
1 +

√
5r +

5

3
r2
)
e−

√
5r (25)

where r =

√∑d
i=1

(vi−v′i)
2

l2
is the Euclidean distance between the two input vectors v

and v′, scaled by the length parameter l. The g function, with its moderate level of

smoothness, is generally effective when the objective does not follow the very smooth

patterns assumed by the Squared Exponential (SE) kernel described in Section 3.4.2.

Calculating the overall kernel as the sum of the configuration kernel and the workload

kernel implies that two points are considered similar if they have either a similar x or a

similar w (or both).

The bandit part of the algorithm aids in selecting the acquisition function to use. Indeed,

CGPTuner does not use the same acquisition function at every step, but instead employs
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an online multi-armed bandit strategy (e.g., Roy, Thirmulai and Zurier, 2017) to select

the best function from a portfolio of acquisition functions, something that has already

been done in the DBMS tuning literature (Brochu, Hoffman and de Freitas, 2011). This

allows the algorithm to consider multiple acquisition functions at each iteration, and

progressively select the best one according to previous performance.

To obtain a representative GP prior distribution, it is common to standardize observed

values. In the literature, this is typically done without considering the production

workload, but CGPTuner instead does take it into account. Specifically, it employs a

modification of the Normalized Performance Improvement (NPI) metric (Ashouri et al.,

2016) defined as

NPI(x,w) =
f(x0,w)− f(x,w)

f(x0,w)− f(x+
w,w)

(26)

Here, x is the configuration currently being evaluated, x0 is the baseline configuration

(e.g., the default one, or the one before the automatic tuning process), w is the current

production workload, f(x,w) is the value of the objective recorded with configuration

x and workload w, and x+
w is the best configuration identified so far under workload

w. Every time x+
w changes as the tuning progresses, past values are re-normalized.

NPI(x,w) essentially computes the improvement of configuration x over the baseline

x0 under workload w. If NPI(x,w) = 0, then x brings no improvement over x0, if

instead NPI(x,w) = 1, then x = x+
w, so the current configuration is the best one so far

under the current workload.

CGPTuner combines all the elements described above to automatically tune DBMSs.

Specifically, the algorithm starts the optimization process by collecting tuples of the

form (xi,wi, yi) for i = [1, ..., n] with random sampling (which, as seen in Section 3.2,

could be improved by using Latin Hypercube Sampling (LHS)). This data forms the set

D = {(xi,wi, yi)}ni=1. Then, another loop starts, and at each iteration j the algorithm

measures the current workload wj, and finds x+
wj

within its repository (which is the

best configuration identified so far for workload wj). If x+
wj

has just changed from

the previous iteration, CGPTuner re-normalized all the observed performance data as

NPIj =
f(x0,wj)−f(xj ,wj)

f(x0,wj)−f(x+
wj

,wj)
, and thus modifies D. This cycle repeats without end, so that

CGPTuner keeps optimizing the system in an online way, to accommodate for the fact
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that the production workload is subject to change. Clearly, it is always possible to modify

the algorithm to include a stopping criterion, as discussed in Section 3.6.

Using online learning to tune DBMSs offers several advantages. First of all, since the

behavior of the objective changes over time, as a result of changes in the workload,

a tuning algorithm that can adapt to these changes without the need for a complete

retraining of the model is beneficial. Another relevant benefit of online learning is that,

since the DBMS can adjust its configurations in real-time based on the latest data, the

performance tuning may be more responsive and efficient. Lastly, this method allows

for continuous improvement of knob configurations. As more data is collected (which

happens naturally in a production environment), the model can refine its predictions and

potentially discover better configurations over time (Cai et al., 2022).

6 Future Work

The methods described in this thesis may benefit from some modifications. Some of them

are discussed below.

6.1 Sparse Gaussian Processes

One of the main drawbacks of standard Gaussian Processes (GPs) is their intensive use

of resources. Indeed, denoting with n ∈ R+ the number of training points, the time

complexity for training a GP model isO(n3) (since it requires inverting the n×n covariance

matrix, which is itself a O(n3) operation), while the space complexity is O(n2) (because

of the storage of the n × n covariance matrix, that has n2 elements). Sparse Gaussian

Processes (SGPs) alleviate this problem by using a subset of the data, referred to as the

set of inducing points or pseudo-inputs, to approximate the full GP model. Such points

are generally selected randomly, and they are used to construct a low-rank approximation

of the covariance matrix. This reduces the size of the matrix that needs to be inverted,

decreasing the resources needed. When selecting m ≪ n inducing points, the training

complexity is reduced to O(mn2) in terms of time and O(mn) in terms of space (Hensman,

Fusi and Lawrence, 2013). It goes without saying that the predictions made with a SGP

will be approximations of what would be obtained with a complete GP.
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6.2 Parallelized Optimization

As explained above, some Database Management System (DBMS) tuning sessions

can be very long. Running such sessions in parallel on virtual machines might be

beneficial, although particular attention is required to ensure the system does not behave

unpredictably (Song and Jiang, 2023). Parallelizing a Bayesian Optimization (BO)

algorithm requires running multiple evaluations of the objective function simultaneously,

instead of sequentially. The idea is to first choose a parallelization strategy, meaning

choosing whether to perform synchronous parallelism (which involves starting all parallel

evaluations at the same time, and waiting for all evaluations to complete before updating

the model and sampling again) or asynchronous parallelism (which instead involves

starting an evaluation of fc(x) as soon as resources are available, and thus updating

the model whenever an evaluation completes). The first approach is easier to implement

but can be inefficient if the evaluation times vary significantly. In a parallel setting, the

acquisition function has to be modified to take into account the fact that multiple points

are being evaluated simultaneously. Such adjustments are outside the scope of this thesis.

6.3 Considering Hardware Features

The influence that knob configurations have on DBMS performance is significantly greater

than the influence of the hardware used, especially in organizations that use relatively

standardized machines across their offices. Nevertheless, some characteristics of the

machine used can still be useful when attempting to predict the running time of a certain

DBMS with a pre-determined knob configuration. The procedure described in this thesis

takes into little consideration the hardware employed to run the database software systems

(the only time it is considered is when setting the limits of the domain of certain knobs,

as mentioned in Section 2). Therefore, including hardware features in models similar to

the ones described in this work might offer some possibility of improvement.

6.4 Employing other Probabilistic Models

For several reasons, GPs are the most widely used probabilistic model in BO. Such reasons

include their flexibility (as they do not require a fixed number of parameters), their

34



efficiency (as they offer a closed-form expression for the posterior distribution), and the

fact that they also quantify the uncertainty of predictions, namely σ2
∗. Nevertheless,

GPs are not the only possible choice when it comes to selecting which surrogate model

to use. Some of the most popular alternatives are Random Forests, Bayesian Neural

Networks, Treed Gaussian Processes, and Deep Gaussian Processes. Delving deeper into

these alternatives is outside the scope of this work, but it is important to remember that

GPs are not the only existing surrogate model for BO.

7 Conclusion

This thesis discussed the problem of optimizing the performance of a Database

Management Systems (DBMS) by selecting optimal values for its configurable settings,

called knobs. Such systems are therefore treated as functions, of which knobs are

the inputs, and a performance metric (e.g., running time, latency, or throughput) is

the output. An important feature of such functions is that they have a stochastic

component, since the performance of a DBMS depends also on uncontrollable external

factors (e.g., network traffic). This is an optimization problem, in which we look for

the optimal input x∗ which minimizes or maximizes the chosen performance metric.

Such optimization is constrained by the fact that each knob assumes values in a specific

range. The algorithms described here aim at solving the problem automatically, thus,

once deployed, they require minimal human intervention. For several reasons, chiefly the

fact that DBMSs are expensive-to-evaluate black-box functions, Bayesian Optimization

(BO) is the chosen approach. Indeed, this method does not try to learn the objective

function, but focuses directly on optimizing it. It constructs a probabilistic model of

the objective and uses it to make intelligent decisions about where to evaluate next,

balancing exploration of new areas with exploitation of known good regions. BO is an

iterative process, which progressively updates the model with new observations. This

tuning process is complicated by several challenges proper of this domain, such as the high

resource requirements, cloud storage, and configurations causing errors. This thesis also

described some state-of-the-art algorithms which use BO to automatically tune DBMSs,

along with some ideas to further improve such commercially available methods.
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